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Abstract. Chili peppers, a key agricultural commodity in Indonesia, are highly susceptible to 

pest infestations and diseases, leading to significant economic losses and challenges in 

sustainable farming. This study presents the design and implementation of a real-time pest 

detection system that integrates robotics, computer vision, and deep learning to enhance 

agricultural productivity. The system is built on a Raspberry Pi 5 and Arduino Mega Pro Mini, 

utilizing a camera for image capture and ultrasonic sensors for navigation. A ResNet-based 

model was trained on a dataset of 2,703 chili leaf images, categorized into healthy and diseased 

classes, achieving a detection accuracy of  91%. The system provides early warnings to farmers 

through a web-based interface, allowing timely intervention and reducing reliance on chemical 

pesticides. While promising, the system faced challenges such as environmental variability, 

which influenced image recognition accuracy. By automating pest detection and promoting 

precision farming, this innovation addresses the need for sustainable agricultural practices, 

contributing to global food security and reducing environmental impact. 
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1.   Introduction  

Chili plants (Capsicum annuum L.) are a crucial agricultural commodity in Indonesia, 

cultivated widely for both domestic consumption and export [7]. However, chili farming faces 

significant challenges from pests and diseases, including leaf curl, powdery mildew, and pest 

infestations such as whitefly, which directly impact crop yield and quality [14][17]. These 

challenges lead to economic setbacks, particularly when early signs of infestation are not 

detected in time. Traditionally, pest and disease detection relies on manual inspection, a labor-

intensive and error-prone process, especially over large agricultural areas [1][11]. 

Recent advancements in artificial intelligence (AI) and computer vision have 

revolutionized pest and disease detection, offering more efficient and accurate methods. 

Machine learning (ML), particularly deep learning, has shown great potential in automating 

image classification tasks, enabling the recognition of diseases and pests through plant leaf 

images [5][24]. Among the various deep learning models, Residual Networks (ResNet) have 

emerged as a leading architecture due to their ability to handle complex image data and deliver 

high classification accuracy [5]. The use of ResNet for pest and disease detection in agriculture 
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is a promising application of AI, addressing critical issues of sustainability in farming by 

minimizing the need for manual labor and reducing pesticide use. 

This research focuses on developing a mobile, real-time pest detection system for chili 

plants, leveraging ResNet for leaf image classification. The system, built on a Raspberry Pi 5 

and integrated with an Arduino Mega Pro Mini for motor control and sensor management, 

captures images of plant leaves using a camera and employs ultrasonic sensors for navigation, 

ensuring minimal crop disturbance. Real-time analysis of the images allows for early detection 

of pest infestations, providing farmers with timely feedback through a web-based interface [18]. 

In line with recent trends in AI-powered agricultural tools, this system not only 

improves pest detection for chili plants but is also adaptable to other crops such as tomatoes, 

eggplants, and cucumbers. By incorporating a database of pest and disease information, the 

robot can be expanded to identify infestations in various crops, thereby enhancing the system’s 

versatility. This capability aligns with sustainable agricultural practices by promoting early 

intervention, reducing the need for excessive pesticide use, and supporting farmers with data-

driven solutions for crop protection [26]. 

Through this approach, the research contributes to the broader goal of sustainable 

agriculture, demonstrating how AI and robotics can be harnessed to improve crop health, reduce 

environmental impact, and increase productivity. 

2.   Methods 

In this research, there are research stages which are divided into several stages, namely 

identifying problems, literature study, observation and determination of case studies, data 

collection, system design, tool assembly, testing, and evaluation and conclusions 

2.1.   Hardware Design  

 
Figure 1. Hardware Design 

The system uses a 14.8V 4500mAh 30C LiPo battery as the main power source. To meet 

the different voltage requirements of the components, an XL401611 StepDown Buck converter 

reduces the battery voltage from 14.8V to 5V for the Raspberry Pi, while an XL6009E1 Buck 

Boost converter increases the battery voltage from 14.8V to 24V to power the motors. The 

Raspberry Pi 5 acts as the primary microcontroller, connected to a webcam via a USB port for 

image capture and processing. It is also linked to the motor module through its GPIO pins. 
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The system employs three ultrasonic sensors to detect objects in front of the robot. 

Ultrasonic Sensor 1 is connected to GPIO33 (trigger) and GPIO32 (echo) on the Raspberry Pi, 

Sensor 2 is connected to GPIO9 (trigger) and GPIO8 (echo), and Sensor 3 is connected to 

GPIO5 (trigger) and GPIO2 (echo). For actuation, an L298N motor module controls two DC 

motors. Motor 1 is connected to the Raspberry Pi via IN1 (GPIO34), IN2 (GPIO37), ENA 

(GPIO35), and INB (GPIO35), while Motor 2 is connected via IN3 (GPIO36), IN4 (GPIO38), 

ENA (GPIO35), and INB (GPIO35). 

The wiring layout is color-coded for clarity: red wires indicate positive connections, black 

wires represent negative connections, yellow wires are assigned to Motor 1, green wires to 

Motor 2, blue wires to Ultrasonic Sensor 1, purple wires to Ultrasonic Sensor 2, and brown 

wires to Ultrasonic Sensor 3. This configuration ensures efficient operation and control of the 

robot's movement and object detection capabilities. 

2.2.   System Block Diagram  

 

 
Figure 2. Block Diagram 

In figure 1, the system architecture for the pest detection robot consists of three main 

sections: input, process, and output. In the input section, the ultrasonic sensor is used to detect 

obstacles in the robot's environment. It sends distance measurements to the Arduino Mega, 

allowing the robot to navigate the field without colliding with objects. Additionally, the system 

includes a webcam that captures images of chili plant leaves. These images are processed in 

real-time for pest and disease detection using a Raspberry Pi 5. 

In the process section, the Arduino Mega acts as the main controller for the robot's motor 

and sensor operations. It receives data from the ultrasonic sensor and controls the movement of 

the motors via a motor driver (L298N). It also manages the power distribution using step-up 
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Figure 3. Workflow System 

and step-down circuits, which regulate voltage according to the system's needs. The step-up 

circuit increases the voltage for components like motors, while the step-down circuit reduces 

voltage for more sensitive components, such as the Raspberry Pi 5. The L298N motor driver is 

responsible for controlling the DC motors that enable the robot to move and adjust its direction 

based on input from the sensors. The Raspberry Pi 5 handles more complex tasks, such as 

processing the images captured by the webcam. By utilizing machine learning algorithms like 

ResNet, the Raspberry Pi performs image recognition to detect pests or diseases. The results 

are stored in a database and sent to a web-based platform. 

In the output section, the movement of the robot is controlled by the DC motors, which 

are operated through the motor driver. The system also provides real-time feedback to the user 

via a website interface. Farmers can remotely access this website to monitor the health of their 

crops and receive information on pest infestations. Additionally, a database is used to store 

image data and pest detection results for further analysis and future reference. This system 

offers an efficient and technology-driven solution for automating pest detection and improving 

agricultural productivity 

2.3.   System workflow 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

The image illustrates a three-phase workflow for developing an object detection system 

using a Raspberry Pi and camera. It begins with Phase 1: Data Gathering, where images are 

collected using the camera connected to the Raspberry Pi, capturing various objects of interest, 

such as leaves, and storing them in a dataset. In Phase 2: Training Dataset, the collected data is 

processed to prepare it for training a machine learning model, which may involve labeling the 

images, augmenting the dataset, or splitting it into training and validation sets. The model is 

then trained to recognize patterns and objects based on the sample images. Finally, in Phase 3: 

Object Detection, the trained model is deployed for real-time object detection. The Raspberry 

Pi, equipped with the camera, detects and identifies objects in the environment, displaying the 

results on a screen with the detected objects and their labels. This workflow demonstrates an 
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iterative process of gathering data, training a model, and deploying the system for practical 

object detection tasks. 

2.4.   Dataset and Modelling  

The dataset contains images of plant leaves classified into two main categories: "Healthy" 

and "Diseased." The "Healthy" category includes 340 images, while the "Diseased" category is 

divided into five classes: Leaf Curl, Leaf Spot, Powdery Mildew, White Fly, and Yellowish, 

each with 340 images. This results in a total of 2,703 images, with a nearly uniform distribution 

across all classes. 

 

The dataset of 2,703 images was divided into three sets: 

● Training Set : 1,305 images for model training. 

● Validation Set : 327 images to evaluate model performance during training. 

● Test Se t : 204 images to assess the model's ability to generalize to new data. 

 

Data cleaning enhanced classification accuracy, particularly for the "Healthy" class, by 

adding 90 images to increase data variability. This process reduced classification errors and 

improved correct predictions across all classes, as shown in the confusion matrices before and 

after data cleaning. 

Data transformation included two steps: preprocessing and augmentation. Images were 

resized to 256x256 pixels, normalized, and converted into tensors for model compatibility. 

Augmentation involved random vertical and horizontal flips, and Gaussian Blur to reduce 

overfitting and increase data variability. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Data Cleaning Results (a) Before training (b) After training 

Figure 4 have two confusion matrices from the classification results before and after data 

cleaning. The confusion matrix on the left represents the state before data cleaning, where 

several classes depict plant conditions such as Healthy, Leaf Curl, Leaf Spot, Powdery Mildew, 

and White Fly. Each cell in the matrix shows the number of correct and incorrect predictions 

for each class. The main diagonal, stretching from the top left to the bottom right, indicates the 

number of correct predictions that match the actual labels. In contrast, the cells outside the main 
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diagonal represent misclassifications, where the model incorrectly classified one class as 

another. Before data cleaning, some classes had a higher number of incorrect predictions, 

particularly Leaf Spot and Powdery Mildew, which were often predicted as other classes. 

On the right, the confusion matrix after data cleaning shows an improvement in 

classification performance. More values appear on the main diagonal, indicating an increase in 

the number of correct predictions for almost all classes. Additionally, the number of 

misclassifications outside the main diagonal significantly decreased, suggesting that the model 

became better at distinguishing between classes after the data cleaning process. For example, 

the Leaf Curl and White Fly classes experienced an increase in the number of correct 

predictions after data cleaning. Overall, the model appears more accurate and precise in 

predicting each class, thanks to a cleaner and more balanced data distribution. 

 

 
Figure 5. Modelling 

Figure 5, process of developing a leaf disease classification system using deep learning, 

comprising four main stages: data collection, data preprocessing, data classification, and result 

evaluation. In the data collection stage, raw images of leaves showing various disease 

symptoms, such as spots, discoloration, or abnormal textures, are gathered to serve as the 

foundation for training the classification model. During data preprocessing, the collected 

images undergo enhancement steps, such as contrast adjustment, resolution improvement, or 

noise reduction, to improve image quality and make critical features more recognizable for the 

model. The processed images are then used in the data classification stage to train a deep 

learning model based on the ResNet architecture, a pretrained model recognized for capturing 

deep patterns in images. The model, implemented using PyTorch, is fine-tuned to identify leaf 

diseases by learning visual patterns from the images. Finally, in the result evaluation stage, the 

model's performance is assessed using metrics such as accuracy, recall, specificity, and F1-

score to evaluate its reliability in classification, with a confusion matrix providing a visual 

representation of correct and incorrect predictions across different disease categories. This end-
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to-end process outlines the steps from data collection to performance evaluation to develop an 

accurate leaf disease classification system. 

2.5.   Flowchart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Dataset Flowchart 

The flowchart outlines the process of training a ResNet model using PyTorch. The 

process begins with the initialization of the model, dataset, PyTorch framework, and the ResNet 

optimizer. Once these components are set up, the system proceeds to load the dataset into the 

model. After the dataset is loaded, PyTorch and the ResNet optimizer are run to begin the 

training process. The system then checks if the training is complete. If it is not, the process 

loops back to continue running PyTorch and the optimizer. Once the training is finished, the 

model undergoes validation to ensure its accuracy and performance. After validation, a 

checkpoint file, typically named resnet.pth, is saved in a designated folder to store the trained 

model’s parameters. The process concludes after saving the checkpoint, marking the model as 

ready for use. This sequence is a common approach in machine learning workflows, where 

models are trained, validated, and saved for future applications, such as image classification or 

object detection. 
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In the flow diagram of leaf image recognition, the disease identification process begins 

by capturing an image of the leaf using a camera. The image is then processed to prepare it for 

analysis. After processing, the system checks whether the leaf is healthy or not. If it is not 

healthy, the application will examine whether the leaf is affected by leaf curl disease, leaf spot, 

or powdery mildew. Once the disease is identified, the application will display a label indicating 

the type of disease detected. 

 

3.   Results and Discussion  

In this research, the results are obtained in the form of a series of tools and website displays 

described in the results section. 

 

 

Figure 7. Flowchart  Image Recognition 
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Figure 9. Implementation on Website 
 

 

Figure 8. Implementation on Robot  

Figure 8 the physical implementation of the pest detection robot, built on a wheeled 

platform equipped with various sensors and a camera mounted on a vertical pole. The robot is 

outfitted with ultrasonic sensors, a motor driver, and other components necessary for mobility 

and image capture. The camera is positioned at the top to scan and capture images of plant 

leaves for pest detection. All wires and electronic components are connected to the control 

system, enabling the robot to operate autonomously or through remote control.In Figure 9, the 

web interface, designed for controlling the robot and presenting real-time image analysis 

results. The camera feed shows close-up images of plant leaves, identifying pests such as 

Whitefly. The interface provides details on the pest type, suggested treatments (e.g., neem oil-

based insecticides), and the robot’s current status, such as "Robot is stopped." Users can control 

the robot’s movements via buttons for starting, stopping, or navigating in different directions 

(right, left). 

 

3.1  Tool Set Results 

The pest detection robot was designed with a robust rectangular base frame measuring 

27.5 cm in width, supported by four wheels for mobility. At the center of the frame, a vertical 

pole with a height of 31 cm supports a camera or primary sensor module for leaf image 

acquisition. The electronic components, including sensor modules, wires, and circuit boards, 

are strategically housed on the frame, ensuring compactness and functionality. The integration 

of ultrasonic sensors, a motor driver, and other essential components enables the robot to move 

autonomously or be controlled remotely. 

 

3.2   Modelling Results 

 

 

 

 

Figure 10. Model Modification Results 
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Figure 10, each class performed quite well, with precision ranging between 0.84 and 0.94, 

recall between 0.82 and 0.94, and an F1-score between 0.88 and 0.93. The support, indicating 

the number of samples in each class, is 34 for each class. The macro average and weighted 

average values are all at 0.91, indicating that the model consistently performs well across 

individual classes and overall. 

 

3.3   Data Accuracy 

This model was trained using a predefined formula, with a learning rate configuration of 

1×10⁻³, a batch size of 16, and trained for 110 epochs. During the training process, the model 

showed performance improvements and ultimately achieved an accuracy of 91% on the test 

data. This result reflects the model's ability to recognize patterns in the data effectively, despite 

some variations in the loss and accuracy values over the last few epochs. This accuracy indicates 

strong potential for the model, though further adjustments might be needed to enhance 

performance on larger or different datasets. 

 

 

 

 

 

 

 

 

 

 

 

 

3.4   Leaf Image Recognition Results 

The system successfully identified a leaf with Leaf Curl classification at an 81% 

confidence level and detected Powdery Mildew on another leaf with 67% confidence, along 

with other classes. This testing aims to assess the system's reliability and accuracy in real 

conditions, where leaves vary in shape, color, and disease severity. 

 

Table 1. Result Leaf Recognition 

Condition Confidence Level 

Healthy 89% 

Yellowish 78% 

Whitefly 92% 

Leaf Spot 75% 

Leaf Curl 84% 

Powdery Mildew 67% 

 

 

Figure 11. Accuracy Data Result 
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3.5  Website Result  

Tabel 2 , leaf images representing each label are processed by the camera mounted on the robot, 

and the analysis results are displayed on the website connected to the system. The test results 

show that the tool is capable of detecting pests and diseases on chili leaves with good accuracy, 

providing the necessary information to the user through the web interface. 

 

Table 2. Website Results 

No.  Tampilan Website Hasil Prediksi 

1 

 

Whitefly 

2 

 

Yellowish 
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3 

 

Powdery Mildew 

4 

 

Leaf Spot 

5 

 

Healthy 



  

02501019-013 

 

6 

 

Leaf Curl 

 

3.6  Implications, Limitations, and Future Enhancements 

This pest detection system contributes significantly to sustainable farming practices by 

enabling early detection of plant diseases and pests, reducing reliance on manual monitoring. 

Compared to existing technologies, this system integrates advanced machine learning with real-

time robotic control, offering precise and efficient pest management. 

Limitations 

• The current model’s accuracy may vary under extreme environmental conditions such 

as low light or heavy foliage density. 

• Limited testing on diverse datasets may impact generalizability to other crops or pest 

types. 

Proposed Enhancements 

• Incorporating additional sensors for environmental data collection, such as humidity 

and temperature, to improve detection accuracy. 

• Expanding the dataset to include a broader range of pests and plant diseases. 

• Developing a mobile app for remote monitoring and control, providing farmers with 

greater accessibility. 

By addressing these limitations, the system could be further optimized for broader applicability, 

supporting sustainable agricultural practices across different regions and crops. 

4.   Conclusion 

The pest detection robot for chili plants represents a significant milestone in agricultural 

innovation, offering a reliable, efficient, and technology-driven approach to pest management. 

By achieving 91% accuracy in real-time pest detection, the robot provides farmers with 

actionable insights, fostering confidence in the adoption of smart farming technologies. The 

integration of advanced hardware, such as the Raspberry Pi 5 and Arduino MegaPro Mini 2560, 

along with ultrasonic sensors for safe navigation, ensures effective operation while protecting 

crops. Furthermore, this innovation promotes sustainable practices by reducing the reliance on 

manual inspections and enabling targeted pest control measures. 

To maximize the robot’s potential, several directions should be considered. For 

practitioners, the modular design and web-based interface present opportunities to seamlessly 
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integrate the robot into existing farming systems, allowing for real-time monitoring, precise 

interventions, and enhanced decision-making. Its adaptability supports scalability to larger 

agricultural fields, particularly when combined with complementary smart farming 

technologies like automated irrigation, fertilization systems, and environmental monitoring 

tools.  

For researchers, future studies should prioritize improving the robot's environmental 

adaptability to ensure consistent performance under diverse weather and field conditions. 

Expanding the system’s compatibility to detect pests across various crop types will enhance its 

versatility and market reach.  
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