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Abstract. AI and Machine Learning are crucial in advancing technology, especially for 

processing large, complex datasets. The transformer model, a primary approach in natural 

language processing (NLP), enables applications like translation, text summarization, and 

question-answer (QA) systems. This study compares two popular transformer models, FlanT5 

and mT5, which are widely used yet often struggle to capture the specific context of the reference 

text. Using a unique Goddess Durga QA dataset with specialized cultural knowledge about 

Indonesia, this research tests how effectively each model can handle culturally specific QA tasks. 

The study involved data preparation, initial model training, ROUGE metric evaluation (ROUGE-

1, ROUGE-2, ROUGE-L, and ROUGE-Lsum), and result analysis. Findings show that FlanT5 

outperforms mT5 on multiple metrics, making it better at preserving cultural context. These 

results are impactful for NLP applications that rely on cultural insight, such as cultural 

preservation QA systems and context-based educational platforms.  
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1.   Introduction  

In the digital era, preserving cultural heritage has become a critical challenge due to rapid globalization 

and technological advancements. Artificial intelligence (AI) provides promising tools to address this 

issue by enabling the documentation, preservation, and dissemination of cultural knowledge. For 

instance, AI-based knowledge graphs and natural language processing (NLP) systems have been utilized 

to manage and interpret cultural resources effectively [1], [2] In Indonesia, which boasts over 1,300 

ethnic groups and 700 languages, AI has the potential to safeguard its rich cultural diversity against 

extinction [3]. Despite its potential, research on leveraging AI models like FlanT5 and mT5 for cultural 

question-answering tasks in low-resource languages remains underexplored. 

 The rapid development of Artificial Intelligence (AI) opens a wide range of research opportunities, 

from the fields of business services [4], [5], [6], healthcare [7], [8], and education [9], [10], [11], [12], 

[13]. The growing application of AI has led to the development of Natural Language Processing (NLP), 

an AI learning generation technique that has revolutionized the way language data is handled and 

interpreted, for example for implementation in chatbots [14], [15], [16], [17] and support in digitization 

[18]. Transformer models, especially those in the T5 and FlanT5 families, have significantly advanced 

this field by excelling in tasks such as text summarisation, translation, and question answering. 
 While transformer-based models such as GPT and T5 have revolutionized NLP by achieving state-
of-the-art performance across tasks [19], [20], their application in cultural contexts is relatively nascent. 
Many existing studies focus on resource-rich languages, leaving gaps for underrepresented languages 
like Indonesian. Additionally, few works evaluate the effectiveness of transformer models in extracting 
and reasoning about cultural knowledge, especially for multilingual and culturally specific datasets 
[21], [22]. Addressing this gap is essential for promoting cultural inclusivity in AI and for developing 
systems that can handle domain-specific knowledge in low-resource settings. 

 However, despite their powerful capabilities, these models often encounter challenges when dealing 

with culturally nuanced and context-specific content. Studies indicate that, while transformer models 

are effective on large datasets, their performance decreases when they are tasked with interpreting 

narratives and symbols deeply rooted in specific cultural or historical contexts [23], [24], [25]. This 

limitation is particularly noticeable in lesser-studied languages and mythologies, which are often 

underrepresented in training datasets and require more than surface-level understanding for accurate 

representation. As a result, there is a pressing need for research that assesses how these models perform 

in preserving and accurately conveying culturally rich narratives from underrepresented regions. 

 Current NLP models has undergone many developments and modifications to the model , such as 

mT5 and FlanT5, have demonstrated remarkable multilingual processing abilities and have shown 

potential for high adaptability across various language tasks [26], [27]. However, while these models 

can generalize effectively across languages, they often fall short in delivering the interpretive depth 

required for complex cultural stories, such as those mythology [28]. Prior studies, such as those [29], 

[30], highlight that while transformer models can be fine-tuned for domain-specific tasks, they 

frequently lack the granularity to capture symbolic meanings and context-sensitive content essential for 

cultural narratives. These limitations underscore the gap between advanced NLP capabilities and the 

nuanced understanding needed for tasks involving intricate cultural themes. These limitations highlight 

the gap between advanced NLP capabilities and the detailed understanding required for tasks centered 

on intricate cultural themes. In alignment with the focus of this study, we aim to address these challenges 

by evaluating how well transformers performance can preserve the symbolic and cultural integrity of 

mythological stories, specifically the narrative of cultural heritage in Indonesia. 

 The primary aim of this research is to examine the capability of transformer models in handling 

culturally significant and contextually specific narratives by focusing on the story of Durga from 

Indonesia mythology. This study seeks to evaluate these models' potential to interpret and convey 

cultural nuances accurately, especially in languages that are often less emphasized in large-scale NLP 

models. The novelty of this research lies in applying cutting-edge transformer models to a dataset deeply 

embedded in Southeast Asian culture and mythology, exploring their capacity to bridge cultural gaps in 

language interpretation. By focusing on Indonesian mythology, specifically Durga's myth, this research 
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also contributes to the understudied domain of AI-driven cultural preservation and serves as a testing 

ground for how well current state-of-the-art models handle narratives that require more than linguistic 

understanding calling for insights into symbolism and local cultural relevance [31]. 

 The implications of this research extend beyond Indonesia, aligning with global efforts to integrate 

cultural awareness into AI systems. AI tools that are culturally sensitive not only support preservation 

but also enable cross-cultural understanding and dialogue [32]. For instance, question-answering 

systems grounded in local knowledge can provide accurate and context-aware insights, fostering 

appreciation for diverse heritages [33], as ethical considerations in AI gain prominence, ensuring 

cultural representation and equity in technology becomes paramount [34]. This study’s evaluation of 

FlanT5 and mT5 contributes to the broader discourse on sustainable and inclusive AI development. 

 In terms of contributions, this research provides a thorough evaluation of NLP models' effectiveness 

in culturally specific content, contributing valuable insights for enhancing model adaptability and 

interpretative depth. By highlighting the limitations of current models in representing cultural nuances, 

this study underscores the need for future developments that prioritize context-sensitivity and cultural 

representation in AI. The findings will not only serve NLP researchers aiming to improve transformer 

adaptability in multicultural and multilingual contexts but also contribute to the broader goal of AI-

enabled cultural preservation. In the long term, this research could pave the way for AI tools that better 

respect and promote the diversity of global narratives, supporting initiatives to keep lesser-known 

cultural stories alive in a rapidly digitizing world. 

 

2.   Methods 

The process of generating a Q&A dataset through web scraping involves several key stages show in 

figure 2. Initially, the first stage is to plan and identify the data source by selecting the website to be 

scraped and confirming that the website allows for scraping activities, as for the website, YouTube, 

book, and article. After that, the data acquisition stage includes selecting a suitable web scraping tool 

and collecting data. Once data collection is complete, the next phase is data cleaning and transformation, 

which involves removing redundant entries and correcting inaccuracies, as well as compiling the data 

in a CSV compliant format, to facilitate its optimal utilization. 

 
Figure 2. Research Methodology 

 

2.1.   Data Collection 

The process of generating a Q&A dataset through web scraping involves several key stages. Initially, 

the planning and data source identification stage is crucial, where the website to be scraped is selected, 

and permissions for data extraction are verified to adhere to ethical standards (Chauncey & McKenna, 

2023). In this study, was chosen as the data source in online and offline media, ensuring that scraping 

activities were permissible and aligned with responsible research practices. 

 The next stage is data acquisition, which entails selecting a suitable web scraping tool to efficiently 

collect the required data   [35], [36], [37], [38]. Tools like webscraper.io facilitate the extraction of large 

volumes of data necessary for training NLP models. Following data collection, the data cleaning and 

transformation phase is essential to enhance data quality. This involves removing redundant entries, 

correcting inaccuracies, and formatting the data into a CSV-compliant format for optimal utilization in 

machine learning applications [39]. The successful execution of these stages—data acquisition, 

cleaning, and transformation—lays a robust foundation for developing and training NLP models, 

ensuring high-quality data that aligns with the specific requirements of cultural knowledge extraction 

and analysis. 

 The prepared dataset can be used to train the FlanT5 and mT5 transformer models as comparative 

data. This structured approach ensures that the resulting Q&A dataset is robust and suitable for tasks 
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that require nuanced understanding and contextual awareness. The selection of FlanT5 and mT5 models 

was motivated by their demonstrated state-of-the-art performance in multilingual and context-aware 

natural language processing (NLP) tasks. FlanT5 stands out for its fine-tuning capabilities, which enable 

the model to handle complex, culturally nuanced data, making it ideal for tasks requiring contextual 

depth [40], [41], [42]. Conversely, mT5 was selected to explore how a broadly multilingual model could 

adapt to specific cultural narratives. By comparing these two models, this study aims to evaluate their 

effectiveness in addressing culturally rich question-answering tasks in Indonesian, a low-resource 

language. 

 

2.2. Preprocessing 

The preprocessing stage outlines the architecture and workflow involved in fine-tuning Transformer-

based models, specifically T5 (Text-to-Text Transfer Transformer), to adapt them for domain-specific 

tasks. This process begins with data cleaning and formatting, ensuring that the custom dataset is 

optimized for training. Once the data is prepared, it is used to adjust the model’s weights and parameters, 

effectively personalizing the model to the nuances of the dataset. Figure 3 illustrates this fine-tuning 

process applied to both Flan-T5 and mT5 models.  

 

 
Figure 3. Architecture fine-tune comparative 

 

 By applying identical treatments to each model, the study ensures that any observed differences in 

performance can be attributed to the models' inherent capabilities rather than variations in the tuning 

process. This careful approach allows for an accurate comparison, shedding light on each model’s 

strengths and weaknesses in handling specific cultural and contextual elements in the dataset. The result 

is a fine-tuned model that not only performs better on the custom dataset but also aligns more closely 

with the unique requirements of the target task. 

The transformer model, a machine learning architecture, processes input data through a series of 

encoder and decoder blocks, incorporating input embeddings with positional encodings and transferring 

the processed representation to the decoder for generating predictions [20], [26]. This architecture 

utilizes attention mechanisms within both encoder and decoder layers, enabling the model to capture 

complex relationships within the data [43], [44]. Through fine-tuning, the model’s weights are adjusted 

to adapt to specific tasks, allowing it to better align with the vocabulary and structure of the target dataset 

while preserving its foundational architecture [28], [45]. This fine-tuning capability enhances the 

model's predictive accuracy, as it tailors’ outputs to the requirements of the applied dataset and task 

domain. 

 

2.3.   Matric Evaluation 

 The ROUGE (Recall-Oriented Understudy for Gisting Evaluation) scores measure the overlap of n-

grams between the predicted summary and the reference summary 
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where: 

• m is the number of sentences in the reference summary. 

• Si and Ri are the i-th sentences in the generated summary and reference summary, respectively 

• LCS (Si,Ri) is the length of the Longest Common Subsequence between Si and Ri. 

• Length (Ri) is the total number of words in the reference sentence Ri         

  

 Collectively, these metrics allow for a robust evaluation of model performance in generating 

summaries that align with human references in vocabulary, phrase structure, and overall content 

coherence, making ROUGE a reliable choice in natural language processing evaluation. ROUGE-Lsum 

metric, averaging the longest common subsequence across sentences, provides a comprehensive 

sentence-level evaluation that is well-suited for tasks requiring multi-sentence output. 

 

3.   Results and Discussion 

This study utilizes 4,179 question-and-answer pairs on Indonesian cultural knowledge, specifically 

focusing on Dewi Durga, sourced from Mendeley Data. The dataset is compiled from a variety of 

resources, including printed materials such as books and magazines, as well as online sources like 

articles, journals, and YouTube. 

 

3.1.   Dataset Cleaning Process 

Explain how the process of cleaning the dataset starts by entering the text to be processed. Data cleaning 

not only improves the interpretability of datasets but also reduces noise, enabling more efficient 

processing and training in machine learning workflows [46]. This research carefully cleans the data to 

ensure it is suitable for use as a research dataset. In figure 4, the first step is to replace the data detected 

as duplicates with empty values to eliminate unnecessary data. 

 

 
Figure 4. Dataset Cleaning Process 

 

 Next, the rows of data are tidied up by moving the blank values in each row to the last column, so 

that the data structure is more organized. After that, empty or missing values are removed to make the 

data cleaner and more consistent. The last step is to display and save the data cleaning results for further 

use.  

Table 1. Data Creation Process 

Question Answer 

Siapa musuh yang dikalahkan oleh Dewi 

Durga? 

(Who is defeated by Goddess Durga) 

Dewi Durga mengalahkan musuhnya yakni 

Mahishasura 

(Goddess Durga defeated her enemy 

Mahishasura) 

Durga melambangkan apa? 

(What does Durga symbolise) 

Durga dikenal sebagai lambang dari keberanian 

(Durga is known as the epitome of valour) 

Bagaimana wajah Durga digambarkan? 

(How is Durga's face depicted) 

Wajah Durga digambarkan dalam wajah yang 

kuat 

(Durga's face is depicted in a strong face) 
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 In Table 1, with the use of color codes such as green and yellow highlights the connections between 

key terms in the questions and answers. These colors are used to identify critical elements within the 

questions that directly relate to the corresponding answers, providing a visual representation of the 

complex relationships between them. For example, the green color appearing in several questions is 

linked to relevant parts of the answers. This shows that certain words or phrases in the questions have a 

direct connection to similar contexts in the answers.  

 Likewise, the yellow color marking the word "Dewi Durga" in both the questions and answers 

indicates that this keyword plays a crucial role in establishing a clear connection between the two. This 

analysis reveals that the relationship between the questions and answers is not just based on a single 

word but involves a complex interplay of multiple words or concepts. These connections can span 

various dimensions, including mentioned entities (such as specific figures or objects), historical or 

cultural contexts, and broader narrative structuress. 

 

3.2.   Training and Testing 

In Table 2, Here is the table displaying the detailed training hyperparameters used in the model training 

process. It includes information on the learning rate, batch sizes for training and evaluation, random 

seed, optimizer configuration with specific parameters, learning rate scheduler type, and the total 

number of epochs. This table provides a comprehensive overview of the setup used to fine-tune the 

model. 

Table 2. Training Hyperparameters 

Hyperparameter Value 

learning_rate 0.0003 

train_batch_size 24 

eval_batch_size 24 

seed 42 

optimizer adamw_torch (betas=(0.9, 0.999),  

epsilon=1e-08, no additional args) 

 

  After determining the parameters, the research obtained the results of fine-tuning FlanT5 and mT5 

for the Goddess Durga Question-Answer Pairs dataset. Table 3 shows the ROGUE calculation for 

FlanT5, while table 3 shows the ROGUE calculation for mT5. In this test, three iterations were 

conducted, with the results of the final iteration presented in Table 3 as a reference for result comparison. 
 

Table 3. Training results FlanT5 vs mT5 

Model Transfomer Rouge1 Rouge2 RougeL RougeLsum 

FlanT5 0.5561 0.4369 0.5537 0.5562 

mT5 0.3074 0.0953 0.3026 0.3008 

 

 The comparison table between Flan-T5 and mT5 shows that Flan-T5 excels in various aspects, 

including training loss, validation loss, and ROUGE score. With a training loss of 0.5589 and validation 

loss of 0.2757, Flan-T5 shows more stable convergence and better generalization ability than mT5, 

which has a training loss of 27.523 and validation loss of 17.819. On the ROUGE metric, Flan-T5 

achieved higher scores in all categories (ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-Lsum). In 

ROUGE-2 and ROUGE-L, which shows its superiority in capturing phrase cohesion and overall text 

structure. Flan-T5’s main strength lies in its ability to produce text that is accurate, coherent, and 

conforms to the expected structure, making it ideal for tasks that require high text quality. Meanwhile, 

mT5 may excel in multilingual environments, but in this evaluation, it showed a much lower 

performance. 

 To validate the superiority of FlanT5 over mT5, statistical significance tests were conducted on the 

ROUGE scores obtained during evaluation. Paired t-tests revealed that the differences in ROUGE-1, 
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ROUGE-2, ROUGE-L, and ROUGE-Lsum scores between the two models were statistically significant 

at the 0.05 level. This indicates that FlanT5’s performance is not only consistently better but also 

unlikely to be a result of random variations in the dataset [47], [48]. Such statistical validation 

strengthens the conclusion that FlanT5’s architecture and fine-tuning approach are fundamentally more 

effective in preserving cultural context compared to mT5. 

 In addition to statistical metrics, a deeper exploration of the qualitative differences in model outputs 

highlighted key insights. FlanT5 generated responses that were more coherent, contextually accurate, 

and aligned with the cultural nuances embedded in the dataset. For example, when asked culturally 

specific questions about Goddess Durga, FlanT5 provided well-structured and accurate answers, while 

mT5 struggled to maintain semantic consistency, often producing repetitive or irrelevant responses. 

These qualitative differences suggest that FlanT5 pretraining and fine-tuning strategies are better suited 

for tasks requiring a nuanced understanding of symbolic and context-rich narratives. 

 This finding aligns with [20], [26] who demonstrated the strength of the T5 framework in handling 

a wide range of text generation tasks with efficient training convergence. Furthermore, similar to the 

observations [49] on the advantages of ROUGE in text summarization evaluation, Flan-T5’s high 

ROUGE scores confirm its reliability in producing coherent and relevant summaries. However, mT5’s 

limitations in this specific context reflect findings [23], [50], which suggests that while multilingual 

models like mT5 or their regional adaptations are effective in multilingual or domain-specific settings, 

they often require further fine-tuning to reach optimal performance in high-quality text generation tasks. 

Additionally, [51], [52] emphasize the challenges multilingual transformers face in handling long or 

complex sequences effectively, which could explain mT5’s lower performance compared to the more 

specialized Flan-T5 model in this evaluation. Therefore, this study supports previous research while 

highlighting FlanT5’s superior efficiency and quality in text generation tasks. 

 

 
Figure 5. Graphic Model Test Results 

  

 In figure 5, the line charts above show the training and validation loss trends for Flan-T5 and mT5 

over 30 epochs. Flan-T5 displays consistently lower training and validation losses, indicating that it 

learns more effectively and generalizes better on the validation data. mT5, on the other hand, starts with 

a much higher loss and demonstrates fluctuations, especially in training loss, which suggests difficulties 
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in stable learning. Even as mT5's validation loss gradually decreases, it remains significantly higher than 

Flan-T5's, underscoring Flan-T5's superior efficiency and reliability in the training process. These 

findings align with who found that the T5 framework is designed to optimize transfer learning 

capabilities, resulting in more stable and efficient training processes. Similarly, it is observed that 

models designed with single-language optimization often yield more consistent learning curves and 

lower validation losses, as seen with Flan-T5 in this evaluation 

 

 
Figure 6. Test Result Answering FlanT5 

 
Figure 7. Test Result Answering mT5 

  

 The comparison between FlanT5 and mT5 in answering the question "Who was defeated by Dewi 

Durga" shows a significant difference in accuracy and relevance. FlanT5, as shown in figure 6, provides 

the correct answer, "Durga defeated Mahishasura," which is relevant and aligns with the question with 

the human evaluation. This demonstrates its capability to understand and generate an accurate response. 

In contrast, mT5 in figure 7 gives a repetitive and nonsensical response, "Durga is worshipped by Durga 

is worshipped by Durga," which is irrelevant to the question. 

 The superior performance of FlanT5 can be attributed to its training framework, which emphasizes 

domain adaptation and in-context learning [53], [54], allowing it to effectively grasp the intricate details 

of culturally specific datasets. By contrast, mT5’s multilingual training focus dilutes its ability to 

specialize in niche domains, resulting in reduced performance when tasked with context-dependent QA. 

This disparity aligns with findings in prior studies that show single-domain models often excel in tasks 

requiring depth over breadth. 

 Thereby, FlanT5 outperforms mT5 in providing an accurate and relevant answer, while mT5 

struggles to generate a correct response for this question. The challenges faced by mT5 in achieving 

stable convergence are in line with studies [23], [50], who reported that multilingual models, such as 

idT5 and AraT5, tend to require additional fine-tuning and adaptation to perform optimally, especially 

in single-language tasks. This observation is further supported [51] who highlighted the difficulty of 

maintaining efficiency and generalization across multilingual models when handling complex or lengthy 

text sequences. Overall, while FlanT5 performance aligns with research emphasizing the benefits of 

targeted, single-language models, mT5 results reflect the inherent challenges of multilingual 

transformers in maintaining stability and generalization in such settings. 

 The implications of FlanT5's performance go beyond reaching academic benchmarks. Its ability to 

preserve cultural narratives and provide context-appropriate responses positions as a valuable asset for 

AI-based applications in cultural preservation and education. For example, AI can support cultural 

preservation and context-aware dialogue systems [55], [56], [57], applied to various cultural and 

educational domains, it can enable the creation of digital cultural archives [50], [51], [58], AI-driven 

chatbots for exploring traditions [59], [60], [61], [62], virtual museum tours [63], [64], [65], and tools 

for preserving endangered languages [66], [67] by documenting and translating [68], [69], [70] folklore. 

Additionally, developing advanced multilingual versions.  
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 So, future research on transformer models, particularly T5-based architectures, could focus on 

domain-specific fine-tuning and enhancing multilingual capabilities. Fine-tuning strategies tailored for 

cultural, historical, or niche domains using specialized datasets could improve T5’s performance in tasks 

involving culturally specific or context-rich content. This may involve techniques to reduce translation 

errors and capture cultural nuances across languages, benefiting applications in diverse cultural and 

educational contexts. 

4.   Conclusion 

This study demonstrates that FlanT5 outperforms mT5 in handling cultural question-answering tasks, 

particularly in preserving the contextual nuances of Indonesian cultural knowledge. The superior 

performance of FlanT5, validated through statistical significance and ROUGE metrics, highlights its 

capability to generate coherent and contextually relevant outputs, making it a strong candidate for tasks 

requiring cultural sensitivity.   

 The findings underscore the potential of FlanT5 in real-world applications such as cultural 

preservation and education. By enabling the development of AI-driven tools, such as interactive digital 

archives and educational platforms, FlanT5 can facilitate the documentation and dissemination of 

underrepresented cultural narratives. These tools can improve global accessibility to indigenous 

knowledge, support multicultural education, and contribute to the preservation of cultural heritage in a 

rapidly digitizing world. 

 Moreover, FlanT5 could be integrated into cross-disciplinary research, promoting innovations in 

digital humanities and fostering collaborations between AI and cultural studies. Despite these promising 

results, the study has limitations. The dataset, while culturally specific, is limited in scope and may not 

represent the broader diversity of Indonesian cultural knowledge. Additionally, the reliance on ROUGE 

metrics, while effective, could be complemented with human evaluation for a more nuanced assessment 

of model outputs. Future research should focus on expanding the dataset to include diverse cultural 

contexts, exploring the integration of additional evaluation metrics, and fine-tuning multilingual models 

like mT5 to enhance their domain-specific performance. These advancements could pave the way for 

more robust and inclusive NLP systems, fostering cultural preservation and knowledge dissemination 

on a global scale.   
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