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Abstract. Accessibility to printed materials and independent recognition of the environment
remain key challenges for students with visual impairments. To address this issue, this study
introduces Demata 2.0, a fully offline on device multimodal Al system. The system integrates
Google ML Kit for Optical Character Recognition (OCR) and the YOLOv10 model via
TensorFlow Lite for object detection. A mathematical distance algorithm in the RGB color space
enables color identification. Evaluation showed that object detection achieved a mean average
precision of 31.83%, with an average processing speed of 2-3 FPS. For OCR, the system
recorded a Character Error Rate (CER) of 4.81% and a Word Error Rate (WER) of 10.71% on
printed documents. The RGB algorithm also determined the closest possible color effectively.
Overall, Demata 2.0 advances assistive technology by providing an efficient and practical
blueprint for Al integration.
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1. Introduction

Although in the present day assistive technology has been much more developed, individuals who have
visual impairments or are commonly called blind disabilities still face significant challenges in accessing
printed information which is a crucial part of the teaching and learning process and academic activities
in higher education [1]. Limitations in recognizing printed documents, such as textbooks, teaching
materials, worksheets, administrative forms, correspondence documents, and scientific references, are
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an obstacle to their independence and involvement in academic activities [2]. This situation increasingly
raises the urgent need for assistive technology that is more functional for the visually impaired.

Assistive technology refers to any object or tool that is modified or adapted to improve the functional
abilities of individuals with disabilities [3]. The use of assistive technology has a significant impact on
learning activities because it can increase engagement, foster learning motivation, and provide support
that can be customized according to the needs of each individual as a user [4]. Nevertheless, although
other reviews confirm that assistive technology for the visually impaired is indeed growing rapidly, there
is still a gap between technological innovation and the fulfillment of specific needs [5]. Until now there
is no system that simultaneously at one time is able to detect numbers, colors, and words in one system
of integrated, portable, practical, adaptive to the user's context, and can be used offline.

Over time, computer vision and deep learning emerged as innovative breakthroughs to meet the
complexity of the above. Computer vision methods are used in image processing and visual
interpretation, while deep learning provides rapid detection with a high level of accuracy as shown by
various recent studies [6-10]. For the needs of reading printed text, several studies have developed visual
detection systems based on Optical Character Recognition (OCR) to recognize text, numerical, and
visual objects with outputs in the form of audio or Braille [11-13]. OCR is used for a variety of character
recognition by scanning objects and then converting them into a digital format with an audio-tactile
interface that has proven to be an effective system for those with visual impairments [14]. Visual
recognition systems are also seen in other fields of research on the application of convolutional neural
network (CNN) architectures, such as DenseNet which can process images and classify objects with
high accuracy as well as ResNet which can detect objects in real time and process images optimally
[15,16]

On the basis of all the above exposures, we developed Demata 2.0 assistive technology, which is a
multimodal software that is able to recognize colors, numbers, words, and objects in printed documents
and read them through a text-to-speech (TTS) system with an on-device architecture that combines
Google ML Kitand YOLOvV10. This innovation is specifically aimed at the needs of blind lecturers and
students in Indonesian universities. In general, this technological innovation was developed to fill the
gap in offline operations, portability, and functional integration.

2. Methods
"Demata 2.0" is designed and developed based on the ADDIE (analysis, design, develop,
implementation, and evaluation) model.

2.1 Analysis

The analysis was carried out by reviewing the relevant literature, observing the availability of
technological resources, and identifying user needs through performance gaps which were seen based
on the three main dimensions of lack of resource, lack of motivation, and lack of knowledge [17]. In
addition, to gain a more comprehensive understanding, needs analysis is seen from the perspective of
user acceptance by referring to the Technology Acceptance Model (TAM) framework including the
perception of technology usefulness, perceived ease of use, and the level of user acceptance of
information technology [18].

2.2 Design

The findings from the analysis stage are integrated into the design of the Demata 2.0 application.
Important information, such as voice navigation requirements and scanning of printed objects or
documents (including text, numbers, and colors) is the basis for determining the app's key features. It
also includes independent access without depending on the internet connection. The design is broadly
presented in the following block diagram.
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Figure 1. Diagram Block Demata 2.0

2.3 Development

The development of text and number detection uses pretrained OCR models from Google ML Kit that
have been trained with a massive dataset by Google. Object detection using YOLOv10 models and
backbones with a pretrained version of nano variants that have been trained with common datasets such
as Common Objects in Context (COCO). Color detection uses a more accurate approach with a
mathematical distance algorithm based on red, green, and blue (RGB). Text-to-speech technology relies
on the built-in Android feature (Android TTS engine) with the consideration that it can fully operate
without an internet connection. Optimization techniques to keep applications light and fast include the
use of (1) TensorFlow Lite and YOLOv10 nano as lightweight models; (2) GPU delegate to speed up
processing; and (3) Kotlin Coroutines to set a timer that automatically and efficiently triggers the color
detection function every one second so that the detection process does not overload the main thread so
that the application user interface remains smooth.

2.4 Implementation and Evaluation

The implementation stage aims to prepare for a real environment and engage users. Demata 2.0 passes
the on-device test by looking at (1) the accuracy of object detection based on the mean average precision
(mAP); (2) frames per second (FPS) processing speed; (3) OCR accuracy based on character error rate
(CER) and word error rate (WER); and (4) color detection accuracy.

3. Results and Discussion

Demata 2.0 was developed using the foundation of user-centered design that puts user needs,
expectations, and experiences as the core of design. Users are involved from the beginning in the
development process through needs analysis. The results of the study [19,20] confirm that user
participation from the beginning provides crucial feedback in the development process that not only
improves quality and maximizes usefulness in academic and social contexts, but also minimizes
rejection of the developed technology.

Based on the findings from the needs analysis, the majority of respondents stated the importance of
the presence of assistive technology that is not only accessible, but can also be optimally functioned
without relying on an internet connection for flexibility of use in various situations. Respondents need
assistive technology that is able to support their independence in various academic activities, ranging
from reading printed materials, understanding documents in the form of words or numbers, recognizing
objects in the campus environment, to recognizing color information.
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The following section explains how the core functionality of Demata 2.0 is optical character
recognition, object detection with YOLOv10, and color identification using RGB algorithms.

3.1 Kinerja Optical Character Recognition

Optical Character Recognition is an important aspect of Demata 2.0 that allows users to convert
physical text into sound output. OCR accuracy testing in Demata 2.0 was carried out on four different
types of written documents, including handwriting. The results of the accuracy test are summarized in
Table 1.

Table 1. OCR Testing on Writing

Document Total Total False The CER WHO

Type Characters Words Characters Wrong (%0) (%)
Word

Printed 2950 420 142 45 4.81% 10.71%

documents

Neat 1200 210 144 33 12.0% 15.71%

handwriting

Bad 800 150 160 60 20.0% 40.0%

handwriting

Creative- 500 80 30 10 6.0% 12.5%

fonted ads
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Figure 2. Example of Detection Results on Document

Based on testing, Demata 2.0 achieved a very good level of accuracy on printed documents that use
computer fonts, as shown in Figure 2, with a Character Error Rate (CER) of 4.81% and a Word Error
Rate (WER) of 10.71%. Moreover, even in creative fonts in ad text, the error rate is relatively low. This
means that the OCR model of Google ML Kit shows adaptability to font style variations. However, as
is common with all OCR technologies, OCR performance declines in unstructured writing, overly
decorative fonts, and older typographic variations [21-23]. Accordingly, OCR performance showed a
significant decrease in handwriting. Although neat handwriting can still be processed with a WER of
15.71%, OCR performance decreases drastically in poorly categorized handwriting with a CER of 20%
and a WER of 40%. This is a consequence of Demata 2.0's strategic decision to choose the Google ML
Kit model in device mode with considerations of lightweight, fast, and running without dependence on
an internet connection.
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3.2 Object Detection Performance with YOLOv10

Demata 2.0 uses the pretrained version of the YOLOv10 model. This model has been trained using
common datasets such as Common Obijects in Context (COCO). COCO is a common data set in a natural
context containing more than 330,000 images with more than 1.5 million annotated objects [24].
Yolov10, which has been trained on the COCO dataset, makes the Demata 2.0 system more practical,
stable, tested, and efficient on mobile devices. As shown in figure 3, YOLOvV10 successfully detects
sofa objects with a high degree of conformity. The performance of YOLOv10 on Demata 2.0 is seen
from the main metric that shows average accuracy, nhamely the mean average precision (mAP) of
31.83%. Mean Average Precision is the result of a comparison between the application detection results
and the ground truth of the dataset. The following is a summary table 2. of model performance across
some of the categories of objects identified in the test.

Table 2. YOLOv10 Testing Summary of Various Objects

Category Detection Information
Object Accuracy
(AP)
sofa 90.48% Excellent
performance
remote 73.21% Excellent
performance
chair 53.84% High accuracy
person 42.86% Good accuracy
monitor 31.05% Good accuracy
cupboard 7.93% Low accuracy
faucet 1.39% Very low accuracy

Figure 3. Example of Detection Results on Sofa Objects

Based on the test summary table, the YOLOv10 model on Demata 2.0 is able to detect everyday
objects that are common and often appear in datasets, such as sofas and remotes with very high accuracy.
However, for cabinet and faucet objects, they have low accuracy. This is a challenge because the
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complex background and small object size affect YOLO's performance, so in other studies, YOLO was
modified and improved by adding modules [25-27]. Meanwhile, Demata 2.0 uses the standard
YOLOv10 model, not the modified version.

Furthermore, in terms of processing speed (FPS), using the Samsung Galaxy A55 test device with 8
GB of RAM and Android 15 operating system, the processing speed of the measured model averaged
2-3 FPS. Although this number looks low in the logs, the app still runs very smoothly and object
detection feels real-time. This happens because the object detection model runs on the device's CPU,
not on the GPU. The time it takes to process a single frame of an image (inference time) is indeed longer
(~498 milliseconds), but the app is designed to intelligently process video frames so that there is no lag.

3.3 Color Identification Performance via RGB Algorithm

Demata 2.0's performance in identifying colors using RGB algorithms was tested to evaluate how
accurately the system was in detecting and classifying various color samples. The RGB algorithm works
by comparing the detected colors with a standard color list of 200 colors present in the getColorCategory
function. The following table 3. shows the results of color identification testing on various samples.
Performance is assessed based on the comparison between the original color and the application
detection results.

Table 3. Color Detection Accuracy

Color Sample  Original Application Accuracy
Color Detection Rate
Results
Sample A Red Brick Highly
Accurate
Sample B Green Dark Green  Highly
Accurate
Sample C Gray Deep gray Highly
Accurate
Sample D Sky Blue Bright Sky Accurate
Blue
Sample E Dark orange  Orange Accurate
glows
Sample F Reddish Brown Accurate
brown
Sample G Light green Light Green Highly
Accurate

Overall, the RGB algorithm on Demata 2.0 shows excellent and consistent performance in identifying
a wide range of colors. Five of the seven samples (Samples A, B, C, F, and G) were detected with a very
high level of accuracy. The system can recognize basic colors such as red, green, and gray very
precisely, even to specific shades such as light green. The other two samples (Samples D and E) were
successfully detected with an accurate level of accuracy. This means that the algorithm manages to find
the closest color mathematically possible.

4. Conclusion

This research successfully developed Demata 2.0, an artificial intelligence-based assistive technology
with a lightweight multimodal Al integration and fully on-device. The system is supported by nano
YOLOV10 model optimization techniques, TensorFlow Lite, Google ML Kit for OCR, and RGB
algorithms. The evaluation of the system showed effective performance with a mean average precision
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(mAP) of 31.83% for object detection and a low character error rate (CER) of 4.81% for printed
documents.

Despite showing good performance, the study identified several challenges. The limitations of this
system lie in the varying performance in object detection, especially objects that are less identified in
the training dataset and objects with complex backgrounds or small sizes that appear at very low
accuracy for faucets (1.39%) and cabinets (7.93%). OCR performance also showed a significant
decrease in some unstructured handwriting. These limitations are a consideration of the strategic
decision to use a lightweight pretrained model for on-device functionality.

Given the limitations as described, future research may focus on refining the YOLOv10 model with
custom datasets. In addition, it needs to improve OCR with other architecture integrations. Furthermore,
it can also optimize the GPU to increase FPS so that it potentially allows for faster video frame
processing, while maintaining the right balance between power consumption and performance.
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