Predicting Waste Production Trends in Palu City Using Linear Regression Analysis
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Abstract. The aim of this research is to obtain predicted results for the volume of waste in Palu City. In Helping the Environmental Agency One of the complex aspects of the waste problem in Palu City is the lack of waste facilities, there is no basic reference for predicting the movement of waste carried out by the Environmental Agency. If this is left unchecked then the waste in Palu City will never be completely resolved. The algorithm chosen is a linear regression algorithm which can help make good predictions, one of which can create waste volume traffic which is useful for knowing the rise and fall of waste volume in each area. in Palu City, so it is a concern. For the community, it is important to protect the environment from waste. Therefore, the Linear Regression Method is used to predict the value of the dependent variable if the independent variable has a value that is known to describe the level of waste pollution. Waste production in the Palu City area to provide information to the Palu City Environmental Service regarding waste production which continues to increase every year. Trash Trends that occur in Palu City using the previous dataset, based on Trend results showing the accumulated volume of waste in Palu City. The highest waste volume occurred in 2017 to 2021, around 350,000 (kg/person/month), the lowest volume occurred in 2021, around 200,000 (kg/person/month). shows that the analysis carried out is as good as possible. The system creation process begins with creating a flowchart, collecting waste volume data, determining an algorithm that can predict data that shows trends.
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in the city of Palu is transporting waste from the TPS using a fleet that is delivered directly to the TPA. According to the Environmental Service, the local government only provides two fleet units in each village and not all villages have a rubbish transport fleet, resulting in rubbish in every area of the village being not yet available. Therefore, the government has made a policy of collecting rubbish in every home yard and business premises.

Therefore, I use a linear regression algorithm to predict waste collection in the next few years to help the government overcome it so that in the future the volume of waste in Palu City will decrease and it will become a city free from waste. Linear regression is a very versatile and powerful algorithm that is ideal for a variety of prediction tasks. Its simplicity, interpretability, and efficiency.

2. Method
2.1. Prediction or Experience
Prediction or forecasting can be described as an activity of predicting what will happen in the future, this activity is carried out using past or current data or information mathematically or statistically. The prediction aims to find out, see and describe the growth of waste in the city of Palu so that later the government can see forecasts using statistics in the results of this research to create awareness and attention in overcoming the waste problem. In designing a prediction or forecasting method, there are three stages that must be gone through, namely:
1. Analyze historical data to obtain pattern and trend data.
2. Choose the available method according to your needs. The choice of method influences the prediction results. Prediction results are measured by calculating the smallest error.
3. Historical data processing using the selected method. If necessary, changes are made as needed.

2.2. Flow System Diagram
A system flow diagram is a flow diagram that shows the sequence diagram of a program. The system that will be created is to predict the population of Palu City and the volume of waste in Palu City using the Linear Regression algorithm.

![System flow diagram](image)

**Figure 1.** System flow diagram

a. The system starts from problem identification, the aim of this stage is to get an overview of the problem.
b. After successfully identifying the problem, the next step is to determine a solution to the problem.
What is done at this stage includes conducting a literature study related to the problems raised to find out what kind of problem it is along with an overview of the solutions that have been widely developed.

c. After successfully identifying the problem, the next step is the Data Collection Stage obtained from the Palu City Environmental Service through interviews and data collection observations [8].

d. After successfully collecting data, at this stage the aim is to select and select the data and attributes that need to be used in waste management research.

e. After successful data selection, at this stage it is used to manipulate the raw data that has been obtained and data transformation techniques help reduce complex dimensional variables to lower dimensions but still contain important information, thus producing one input for data processing [9].

f. After successful data transformation, this stage aims to produce a more complete and meaningful data set, so that it can be used for analysis or decision making. At this stage an approach will be taken to model the relationship between a dependent variable and one or more independent variables.

g. After that, testing the Mean Square Error (MSE) and Mean Absolute Error (MAE) is one of the methods used to emit a forecasting model or regression model [10].

h. A good evaluation process involves dividing the data into training data and testing data, training the model on the training data, and then testing the model's performance on the testing data to ensure that the model is not overfitting and can generalize well to an unprecedented point [11].

2.3. Dataset

A dataset is a collection of objects and the properties or characteristics of the objects themselves. The dataset used in this research is waste generation data from 2017 to 2021. In 2021, the volume of waste in the Palu City area, with the amount of waste each year amounting to 71,206,025.00 tons. In 2020, the volume of waste in the Palu City area, with the amount of waste each year amounting to 67,959.90 tons. In 2019, the volume of waste in the Palu City area with the amount of waste each year was 71,204.38 tons. In 2018, the volume of waste in the Palu City area was 70,373.83 tons each year. In 2017 the volume of waste in the Palu City area with the amount of waste each year was 69,310.40 tons. That is the total volume of waste according to data from the Environmental Agency. The dataset used can be added or changed according to predictions by the Environmental Agency and the author is permitted to use the volume of waste data in this research.

2.4. Linear regression

Linear regression is a statistical method used to model the relationship between a dependent variable and one or more independent variables. In this research I chose the linear regression method to predict the rise and fall of waste production on a graph as a research result for the government's attention. The reason I took the linear regression method is that it is easy to understand and implement, even for people who do not have a strong statistical background, linear regression can produce accurate predictions for the amount of waste, especially if the relationship between the independent variable and the dependent variable is indeed linear. the value of a dependent variable is based on the values of the independent variable [12]. Linear regression is appropriate to use in this research, where this predicted value is of concern and urgency for the government in the context of handling waste in the Palu City area. Linear regression can be interpreted as a statistical model that analyzes the linear relationship between a dependent variable and a certain choice of independent variables, as for the linear regression model:

\[ Y = mX + b \]

Y is the attachment variable we are trying to predict
X is the dependent variable used to make predictions.
m is the slope of the regression line that represents the influence of X on Y
b is a constant called the Y intercept. If \( X = 0 \), \( Y \) is equal to

2.5. Mean Squared Error

Mean Square Error (MSE) testing is one of the methods commonly used to transmit the performance of forecasting models or regression models [13]. MSE is carried out in two parts, namely Training data and Testing data. Training data is used to calculate MSE as test data to get a general picture of model performance. And for data testing, namely testing the model that will be created using the Metrix that will be used [14]. The calculation is done by taking each pair of predicted values and actual values, calculating the difference, then squaring them. After all differences are squared, calculate the average of all differences squared [15]. The test indicator is that the smaller the MSE value, the better the MSE test results, while MAE measures the average absolute difference between the actual value and the predicted value. The smaller the MAE value, the better the model's performance in predicting the actual value [16]. MAE has a more intuitive interpretation than Mean Squared Error (MSE), because MAE directly measures the error in the same units as the observation data [17].

If the test results are close to the minimum value of 0, the smaller the MSE value indicates the greater the match between the predicted value and the actual value. The Mean Squared Error (MSE) formula is as follows:

\[
MSE = \frac{\sum_{i=1}^{n} (A_i - F_i)^2}{n}
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
\]

\( At = \) Actual Value of the request
\( Ft = \) Prediction result value
\( n = \) number of data

From the MAE and MSE calculations, the actual value is reduced by the predicted value then divided by the actual value which is used as an absolute value and multiplied by 100. The grouping of MAPE and MSE value categories can be seen in the following table [18].

<table>
<thead>
<tr>
<th>UMK value</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;10%</td>
<td>Very accurate</td>
</tr>
<tr>
<td>10-20%</td>
<td>Good</td>
</tr>
<tr>
<td>20-50%</td>
<td>Reasonable</td>
</tr>
<tr>
<td>&gt;50%</td>
<td>Not accurate</td>
</tr>
</tbody>
</table>

3. Results and Discussion

3.1. Waste Volume Trends

After testing, there was an increase in overall waste volume from 2017 to 2021. The most significant increase occurred in 2020, with waste volume reaching 350,000 Kg/Person/Month [19]. This increase is likely caused by several factors, such as:

a. Increasing population growth in an area can result in more waste.
b. Increased consumption Increased consumption of goods and services, especially products that produce a lot of waste, such as plastic and packaging.

c. Lack of public awareness Lack of public knowledge and awareness about good waste management.

Figure 2. Waste Trends

The image above shows the waste trend that occurred in Palu City using the previous dataset. Based on the results of the trend above, it shows the high volume of waste in Palu City. The highest waste volume occurred in 2017 to 2021, around 350,000 (kg/person/month), the lowest volume occurred in 2021, around 200,000 (kg/person/month).

Figure 3. Prediction Graph

In the image above, the prediction graph is compared with the actual value using the Prediction Train and Prediction Test models for the functions of these two models to help obtain and obtain model accuracy. Where the X axis = Village and on the Y axis = Volume of Waste Generation (Kg/Person/Year), the actual value is round, the Predicted Value is a blue line and for the prediction test the line is orange.

Test score: 0.924822856076293
Train score: 0.9274866966401237
The results were obtained by comparing the Actual Values and Predicted Values using two prediction models, namely Train Prediction and Test Prediction.

3.2. Discussion

The results of this research indicate that the analysis carried out was as good as possible. The system creation process begins with creating a flowchart, collecting waste volume data, determining an algorithm that can manage waste data, and determining an algorithm that can predict data that shows trends. The algorithm chosen is a linear regression algorithm which can help make good predictions, one of which can create waste volume traffic which has the benefit of knowing the rise and fall of waste volume in each area in Palu City, so that it becomes a concern for the community that it is important to protect the environment from waste. After that, this research uses the MSE and MAE methods for data modeling so that it can see good prediction results and accuracy.

This research has several limitations that need to be considered so that they can be improved in future research, namely scope limitations, data limitations, generalization limitations, affordability limitations, and time limitations. By considering these limitations, it is hoped that further research can reveal additional factors that might influence prediction results.

4. Conclusion

After testing, there was an increase in overall waste volume from 2017 to 2021. The most significant increase occurred in 2020, with waste volume reaching 350,000 kg/person/month. Forecasting waste volume using the linear regression method can be said to be quite good. This is based on the results of the MSE, MAE tests on all existing historical data. However, good prediction results can only be obtained with data that has a significant range from one value to another, or does not experience interference or drastic decline. The linear line itself will only point up or down, so that the results obtained will only be an increase or decrease, without experiencing ups and downs and vice versa. This is most likely due to the period being a variable used in linear regression calculations, so adding other variables in making predictions will most likely further strengthen the prediction value obtained. The results obtained from this research are only estimates based on data over a certain period of time. However, developers can include this information as a consideration in making decisions when reducing and maximizing sectors that are experiencing improvement. Based on the forecasting results using the Linear Regression algorithm for MAE and MSE calculations, it can be concluded that the predictions are 100% accurate. The prediction results can provide an idea for the government to always pay attention to areas that produce the most waste so that it can be handled better [20].
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