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Abstract. Netflix is one of the most popular streaming platforms in this world. So many movies 

and shows with various genres and production countries are available on this platform. Netflix 

has their own recommendation systems for the subscribers according to their data and algorithm. 

This research aims to compare two methods of data classifications using Decision Tree and 

Random Forest algorithm and make a recommendation system based on Netflix dataset. This 

paper use feature importance to selecting relevant feature and how n_estimators affect the 

classification. In this research, Random Forest with 50 trees estimator with 96.84% accuracy 

before feature selection and 96.92% accuracy after feature selection has the best accuracy 

compared to the Decision Tree classification. Besides, Decision Tree has only 95.64% accuracy 

before feature selection and increases to 96.07% accuracy after feature selection. Trees estimator 

also affect the accuracy of Random Forest classification. After comparing the results, Random 

Forest with 50 trees estimators using feature selection provides best accuracy and it will be used 

to predict some similar movies and shows recommendation.  
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1.  Introduction  

Netflix is one of the most popular subscription platforms to watch movies or series around the world. 

This platform allows their subscribers to watch various movies and shows in any genre and language all 

around the world. By purchasing a subscription, Netflix provides online and offline streaming from any 

device. Subscribers can watch any available series or movie on this platform anytime, anywhere [1]. 

Netflix always updates their movies or series periodically. Subscribers can enjoy watching the latest or 

popular movies on the internet through this platform. And Netflix not only offers popular series or 

movies, it also provides programs that were released decades ago. By adapting data and algorithms, 

Netflix constantly updates their system. Such as provides a recommendation system based on user 

viewing data. And with the massive data, machine learning algorithms are needed [2].  

Classification is one of the Data Mining categorization or grouping techniques based on its class [3]. 

The technique will be useful for recommendation system implementation, so user will get some 

recommendations based on the groups generated after the classification process [4]. Several methods of 
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Data Mining can be applied to make recommendation systems based on classification algorithms. For 

example, Decision Tree is used to classify Ratings and make a Movie Recommendation [1], also 

Random Forest Classification is used with Genetic Algorithms to compare how far Genetic Algorithms 

impact the Music Genre Classifier [4]. To classify the movie dataset, [5] made a recommendation system 

based on its rating using kNN classification method. However, this recommendation system still can be 

developed using another algorithm to get better quality and increase the accuracy.  

This research will use Decision Tree and Random Forest algorithms to develop a better 

recommendation system. Decision Tree Algorithm is known as an effective classification method [6]. 

Along with Random Forest Classification, results could be better compared to the Decision Tree method, 

since it can combine the most votes of various decision trees to get the best accurate results [7]. By 

comparing the accurate results of both algorithms, the best one will be chosen to make a 

recommendation system according to its genres, movie age certification, production countries, and 

movie release year. 

2.  Methods 

Random Forest as a classification method and Netflix dataset from Kaggle repository are used in this 

research. Selection features and target will be used in this dataset. It will be divided into data train and 

data test with an 8:2 ratio for the classification process. Data train will be used to process the 

classification algorithm and will compare the accuracy of each algorithm using data test. It will be used 

to compare the accuracy score between Decision Tree and Random Forest Classification. The best 

classification will be used to develop a movie recommendation system.  

 

 
Figure 1. Research Method using Decision Tree and Random Forest Algorithm 
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2.1.  Data Collection 

This research uses a dataset from Kaggle public repository with 5850 data records and 15 fields based 

on the Netflix database [21]. Includes id, title, type, description, release year, age certification, runtime, 

genres, production countries, season, and even the imdb and tmdb information. Some data fields will be 

used in this research, including title as recommendation keyword based on its release year, age 

certification, genres, and production countries. Besides, field data type that contains two credits (movie 

and show) will be used as its target. 

2.2.  Data Preparation 

Before data processing, there are several steps in preprocessing data. Such as data cleaning to filtrate 

data that are not included in the classification process, and data transformation to simplify the dataset. 

Preprocessing data steps are needed to clean the dataset from noise and missing values by removing 

them or initializing them with a new value [8][9]. This phase makes data more efficient, so it can develop 

better results. Fields with the largest null data, such as seasons data need to be removed. Another record 

with a null value on the title was also removed. The missing value on age certification will be initialized 

with “RP” value as Rating Pending, which means data has not yet received information about movie 

ratings. So, 5849 pieces of data will be used in this research. Target data is also transformed using label 

encoding to simplify the classification process. This classification process to make a movie 

recommendation using Random Forest will use release_year, age_certification, genres, and 

production_countries as its features and type as its target. It will be divided into data train and data test 

for accuracy testing. 

2.3.  Data Model 

Data classification in this research will use Random Forest and Decision Tree as its methods. Decision 

Tree is a classification method using tree structure to analyze classification based on data train sample 

to classifier the rest data [10]. Besides, Random Forest Classification is an ensemble learning algorithm 

of decision tree by merging several trees and take the most votes to get optimal results [11][12]. By 

assembling predicted results from each tree to take majority votes, Random Forest could minimize 

misprediction and increase accuracy [13][14]. 

2.4.  Feature Selection 

Feature selection is needed to sort data relevance and relation to get better and more efficient predictions 

[15]. It will be used to find out which features impact the most on the classification process [16]. And 

according to its results, irrelevant features could be eliminated. By using feature importance, the 

performance of classification will be more stable and efficient [17]. 

2.5.  Evaluation 
Data evaluation is needed to compare each classification and get the best one [18]. And it will be using 
confusion matrix and accuracy score from scikit learn python library.  Data accuracy considers the overall 
validation and exactness of data. 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑡𝑒𝑠𝑡
 (1) 

Precision will be used to calculate correct data prediction positive of overall correct prediction. 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (2) 

Recall data will be used to calculate correct data prediction positive of overall data positive that should 
be correct. 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (3) 
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F1-score will be used to calculate how well the classification, based on the average of precision and 
recall. 

 
𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =

2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

3.  Results and Discussion 

The classification process uses 4 attributes as variables such as release_year, age_certification as movie 

rating, and movie genres. Data type attribute is used as target data with two values, MOVIE and SHOW. 

The dataset is divided into data train 80% or 4679 data and data test 20% or 1170 data. Data train will 

be used for the classification process with Random Forest and Decision Tree algorithms, while data tests 

will be used for testing classification accuracy. Thereafter, the title attribute will be used to initialize the 

recommendation system based on the best classification. 

3.1.  Preprocessing Data 

Before the data process, the dataset will be prepared by removing several attributes that are not included 

in the classification process such as id, imdb_id, and season attribute with the most missing values. Data 

records with a null value on the title attribute were also removed. Besides, null values in the 

age_certification attribute will be initialized with RP or Rating Pending. Label encoder is used to 

initialize data sorted by alphabetical order that will be included in the classification process [19]. Type 

attribute will be initialized with 0 as the movie value, and 1 as the show value. The results of 

preprocessing data can be seen in Figure 2. 

 

 
Before preprocessing 

↓ 

 
Figure 2. After Preprocessing Data 
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3.2.  Model Implementation 

The dataset is divided into training data for use in the classification process, and testing data to test the 

classification accuracy. Data classification is done using two algorithm-based methods, Decision Tree, 

and Random Forest. For Random Forest itself, experiments will be conducted with several n_estimators. 

N_estimator in Random Forest is an estimate of trees assembled in the classification process [11][20]. 

The more trees assemble, the more complex the classification process. The results from each method 

based on the classification report and accuracy score can be seen in Table 1. 

 

Table 1. Accuracy Comparison before Feature Selection 

Classification Accuracy Correct Prediction Misprediction 

Decision Tree 0.9564 1119 51 

Random Forest (n_estimators=10) 0.9624 1132 38 

Random Forest (n_estimators=50) 0.9573 1133 37 

Random Forest (n_estimators=100) 0.9581 1132 38 

Random Forest (n_estimators=150) 0.9675 1132 38 

 

Based on Table 1, Random Forest with 50 n_estimator has the best accuracy than other classification 

methods. It has 96.84% accuracy with 1133 correct predictions of 1170 data tests. The method that has 

the most misprediction is the Decision Tree Classification with 51 data errors, besides Random Forest's 

average misprediction is only 38 data. Depending on the first experiment, Random Forest Classification 

relatively has better accuracy than using the Decision Tree method. To improve better classification, 

feature selection using feature importance is needed to consider the relevance of each feature [22]. 

 

Table 2. Accuracy Comparison after Feature Selection 

Classification Accuracy Correct Prediction Misprediction 

Decision Tree 0.9607 1124 46 

Random Forest (n_estimators=10) 0.9658 1130 40 

Random Forest (n_estimators=50) 0.9684 1134 36 

Random Forest (n_estimators=100) 0.9692 1133 37 

Random Forest (n_estimators=150) 0.9667 1131 39 

 

Table 2 shows that the highest accuracy still owned by Random Forest with 50 trees assembled. 

Compared with Table 1, Random Forest with 50 trees increases its accuracy from 0.9684 to 0.9692. 

Besides, other classification accuracies also changed. Such as Decision Tree Classification which had 

0.9564 before feature selection and increased to 0.9607, but Random Forest Classification with 150 trees 

assembled has decreased its accuracy from 0.9675 to 0.9667. This indicates that increasing numbers of 

trees assembled do not always give better results. Comparing to Table 1, the Decision Tree Classification 

has increased its correct prediction. The misprediction before it gets feature selection is 51 data errors, 

and it decreases to 46 data errors. Aside, Random Forest also changed its accuracy with three of them 

having better predictions. andom Forest Classification with 50 trees assembled will be used to 

implement a movie recommendation system based on the Netflix dataset. The results of the movie 

recommendation with “Love Alarm” as its title can be seen in Table 3. 

Based on the results, Classification using Random Forest Algorithm has better results with 96.76% 

average accuracy and it increases by eliminating the release_year feature to 96.77% average accuracy. 

Compared to Decision Tree Algorithm which has 95.64% accuracy and increases to 96.07% accuracy, 

Random Forest proves better accuracy for every experiment with different tree estimators by having 

higher accuracy values. Compared to the previous research, this research has increased the accuracy to 

make a better movie recommendation system. The previous research used Decision Tree Classification 
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and it has only 39% average accuracy [1], another research that used kNN algorithm to make a 

recommendation system increased its accuracy to 45.4% [5]. This research also increased the accuracy 

to 96% average accuracy by using different data fields as predictor variables. It gets better after re-

selecting the features by using feature importance to determine the relevance of each feature.  

 

Table 3. Movie Recommendation based on “Love Alarm” 

Title 

My Liberation Notes 

All Hail King Julien: Exiled 

Dracula 

DreamWorks Shrek's Swamp Stories 

Better Call Saul 

Uncle From Another World 

iCarly 

Selling Tampa 

Crashing 

Hache 

 

 
Figure 3. Feature Importance Visualization 

According to Figure 3, the age_certification feature has a huge impact on this research with 0.8130 

points, while the release_year feature has the lowest relevance score to the other field with 0.0315 points. 

Based on the result, the release_year feature needs to be eliminated to recompare its accuracy score. 

 

4.  Conclusion 

Based on this research, Random Forest Classification proves that it has better results overall with 

96.76% average accuracy compared to the Decision Tree method which only has 95.98% accuracy. 

According to this study, feature selection makes the better accuracy classification. The relevance 

between the features is filtered back to get better results. By using feature selection, the accuracy of 

Decision Tree had been increases to 96.07% and Random Forest algorithm has 96.77% accuracy. 

Classification with the best accuracy in this research is owned by Random Forest with 50 trees 

assembled. With 96.84% accuracy before feature selection, it increases to 96.92% accuracy after feature 

selection. Based on this paper, the more trees assembled in the classification process influence the 

accuracy score. However, the accuracy score is not always linearly related to the number of trees built. 
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Increasing the number of trees assembled will increase the classification process complexity. This 

research still can be developed to test the influence of another parameter in Random Forest classification 

such as random state or max features to get better accuracy. It also can be developed to compare other 

ensemble classifications, such as Adaboost, to get a better and efficient algorithm. 
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