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Abstract. Jasmine flowers have many benefits and uses such as for traditional medicine, tea, 

perfume, cosmetics, decoration, and others. in the selection of fresh jasmine flowers for making 

tea is very important, currently the classification of jasmine flowers for making tea is mostly still 

using manual methods. Often influenced by individual preferences, opinions, or biases. this 

causes a lack of objectivity and uncertainty in the classification of jasmine flowers. The manual 

method is very weak due to human visual limitations and fatigue levels which can result in less 

than the optimal jasmine flower classification. Therefore, in the research that has been done, a 

transfer learning system was applied that can classify fresh jasmine flowers with rotten jasmine 

flowers. This study aims to compare three different Convolutional Neural Network architectures: 

NasNetMobile, VGG16, and Xception. The results on the three architectures can show maximum 

results, namely 99.21% for NasNetMobile, 98.69% for VGG16 and 97.91% for Xception. This 

study provides insight into the classification of good and bad jasmine flowers to encourage 

further exploration in the field of agriculture. 
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1.  Introduction  

Jasmine flowers originate from the genus Jasminum and are commonly known as jasmine or white 

jasmine. This plant species can be upright-stemmed or shrubby, and it tends to climb and can live for 

many years. Jasmine flowers can be found in plantations as well as in gardens. Jasmine grows well in 

locations that receive plenty of sunlight. Its adaptability is very rapid, allowing jasmine to be planted at 

any time and in any place, whether in pots or in open ground. Besides being favored for its fragrance, 

jasmine is also popular due to its easy maintenance, making it a favored ornamental plant for many 

people [1]. The aroma of jasmine flowers is used in beauty products or perfumes that contain 

phytochemicals extracted from the flowers of Jasminum Sambac. Linalool, eugenol, β-bisabolene, or β-

caryophyllene, as well as other active compounds, can be found in jasmine plants. Eugenol, which is 

semipolar, can be extracted using ethyl acetate as a solvent. Due to its lipophilic nature, eugenol has the 

ability to penetrate the fatty acid chains in the bilayer membrane, allowing it to alter the permeability 
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level of the cell membrane [2]. 

Aside from being used in beauty products, jasmine flowers can also be made into tea. Jasmine tea is 

known for its distinctive aroma and flavor, offering a refreshing and calming tea experience. The process 

involves steeping fresh jasmine flowers in hot water, resulting in a fragrant and flavorful drink. Jasmine 

tea is often considered to have soothing properties and is a good choice for breaks or creating a tranquil 

atmosphere. This plant is also commonly used in traditional medicine to treat fever, acne, diarrhea, 

influenza, and swelling from insect bites. The plant contains phytochemicals such as flavonoids, 

saponins, tannins, indole, and benzyl alcohol, which possess antimicrobial properties [3]. 

The classification of fresh jasmine flowers for tea making is crucial to achieve optimal results. 

Currently, the classification of jasmine flowers for tea making still relies largely on manual methods, 

which are often subjective. This subjective classification is influenced by individual preferences, 

opinions, and biases, resulting in subjectivity, and understanding in the classification process. The main 

challenges of this manual method are the limitations of human visual perception that can vary between 

individuals, as well as the level of fatigue that can result in decreased accuracy and consistency in 

classification. As a result, this manual method is less than optimal and is often inconsistent in 

determining the quality of jasmine flowers. 

Therefore, to distinguish fresh jasmine from stale jasmine, a more efficient method for classification 

is needed, one of which is using convolutional neural networks (CNN) [4]. CNN is an image processing 

method that is often used compared to other methods [5].CNN has several benefits, including great 

accuracy and efficiency in image processing[6]. With image recognition intelligence technology, it is 

possible to create a machine learning model that can recognize the difference between fresh jasmine and 

stale jasmine [7]. There are many models available, but the accuracy and stability of each model vary. 

This study will compare the Xception, NasNetMobile, and VGG16 models in the classification of fresh 

jasmine. 

This study aims to compare three different Convolutional Neural Network (CNN) architectures: 

NasNetMobile, VGG16, and Xception, in the classification of fresh jasmine flowers. In the conducted 

experiments, we will train and evaluate these models on the same dataset to measure their respective 

performance. After classifying the images using the CNNs, we will perform performance evaluations 

and comparisons on these images. By comparing all the CNN architectures, we aim to determine the 

most effective method for recognizing fresh and non-fresh jasmine flowers.  

2.  Methods 

 
Figure 1. Dataset Pre-Processing Flow 
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Figure 1 shown the dataset process. Firstly, input into the `class df` and then split into two parts: 

Train and Dummy. Subsequently, the Dummy set is divided into two parts: Test and Validation. The 

Train, Test, and Validation sets will then be used in training using the proposed architectures: Xception, 

NasnetMobile, and VGG16. The dummy data is further split into two subsets: test data and validation 

data, with 30% of the data for testing and 10% for validation. These subsets will then be used to train 

the CNN architectures. 

2.1.  Dataset 

 

    

Figure 2. Sample of Datasets 

 

Here, the dataset was directly collected from Mrs. Dasri jasmine garden on May 3, 2024, at 

11:00 AM WIB in Tegal Regency using a Poco X6 smartphone camera. This dataset comprises 1,273 

images of jasmine flowers, encompassing two classes: fresh jasmine and non-fresh jasmine. The dataset 

contains different quantities of images for each class, with 670 images of fresh jasmine and 603 images 

of non-fresh jasmine. A sample of the dataset is shown in Figure 2 below.  

2.2.  Image Preprocessing 

using a configuration that is set at 128x128 pixels with 3 color channels showing RGB format 

images. with a batch size of 64. Image preprocessing is required in order to enhance the image's quality 

[8].Some images may have scale differences, such as variations in lighting that can cause problems in 

model training. The model may not be able to generalize well to different lighting conditions. To 

overcome this problem and amplify or reduce the bias, image normalization with techniques such as 

rescale is used. Normalization, which usually involves scaling pixel values from the range 0-255 to 0-

1, ensures that all images are at a consistent scale. In this way, the model can process the data uniformly 

and more effectively, reducing the differences between training, validation, and test images caused by 

lighting variations. 

2.3.  Model Training 

The architectures NasNetMobile, VGG16, and Xception were utilized in this study. Among them, 

NasNetMobile stands out as the lightest architecture. NASNetMobile is a neural architecture search 

network designed for embedded and mobile platforms. Its core architecture structure builds an optimized 

network framework through reinforcement learning using data-driven smart techniques. By applying 

repetitive operations on convolutional cells across the architecture, such as reduction cells and normal 

cells, the architecture generates feature maps. The architecture consists of twelve cells, each containing 

5.3 million parameters [9]. The deep CNN network named VGG-16 was released in 2015. In this study, 

the Visual Geometry Group (VGG) investigated the impact of increasing the depth of convolutional 

networks on accuracy. Their architecture employed very small 3×3 convolutional filters, which 

demonstrated significant [10].  

Improvement compared to previous configurations. With 3×3 convolutional kernels and 2×2 

pooling layers, the VGGNet architecture can be seen as an extended version of AlexNet. Using smaller 

convolutional layers enhances feature learning and allows for deeper network architectures [11]. 

François Chollet created the Xception model, which utilizes the concept of Depthwise Separable 

Convolutions, a modification of regular convolutions aimed at being more efficient in terms of 
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computational time [12]. This combination enhances accuracy in classifying images from the dataset. 

The feature extraction backbone of the network consists of 36 convolutional layers within the 

architecture of the Xception neural network layers [13]. The proposed architecture has been shown in 

Table 1 until Table 3. 

 

Table 1. Proposed Architecture NasNetMobile 

Layer(type) OutputShape Param # 

NasNetMobile (None,4,4,1056) 4269716 

Conv2D (None,4,4,32) 304160 

MaxPooling2D (None,2,2,32) 0 

Droopout (None,2,2,32) 0 

Flatten (None,128) 0 

Dense (None,2) 258 

 

Table 2. Proposed Architecture VGG16 

Layer(type) OutputShape Param # 

VGG16 (None,4,4,512) 14714688 

Conv2D (None,4,4,32) 1471488 

MaxPooling2D (None,2,2,32) 0 

Droopout (None,2,2,32) 0 

Flatten (None,128) 0 

Dense (None,2) 258 

 

Table 3. Proposed Architecture Xception 

Layer(type) OutputShape Param # 

Xception (None,4,4,2048) 20861480 

Conv2D (None,4,4,32) 589856 

MaxPooling2D (None,2,2,32) 0 

Droopout (None,2,2,32) 0 

Flatten (None,128) 0 

Dense (None,2) 258 

 

Here, the architecture was initially trained using a base model pre-trained on ImageNet, and then 

extended by adding several layers. The Conv2D layer was used to extract local features from the input 

image, detecting patterns such as edges, textures, and other important elements of the image. The 

MaxPooling2D layer was employed to reduce the spatial dimensions (width and height) of the input, 

decreasing dimensionality and the number of parameters, thus helping to prevent overfitting during 

model training. The Dropout layer was used to further prevent overfitting by randomly omitting neurons, 

promoting the learning of more robust representations and evenly distributing weights across the 

network, thereby enhancing the model's generalization capability. The Flatten layer converted the three-

dimensional output into a one-dimensional vector, which could then be connected to the dense layer. 

Finally, the dense layer performed the final classification. 

In the Conv2D layer, RELU activation is used in convolutional neural networks which effectively 

improves the classification performance and learning rate. In addition, softmax activation function is 

applied to the dense layer to facilitate the final multiclass classification [14]. The Adam algorithm is a 

stochastic optimization algorithm that updates parameters by combining first and second moment 

gradients [15]. The optimizer uses Adam with a learning rate of 0.001, loss as categorical_crossentropy, 

and accuracy as the metric. In testing, a confusion matrix is added to the built model to measure the 

model's performance in classification. 
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3.  Results and Discussion 

This chapter lays out specific instructions for writing the full text, including the article section, the 

systematic chapter and its contents. These specific instructions will guide the entire editorial process of 

the article as shown in Figure 2. This research was conducted on the jupyter notebook platform, trained 

using an i5-9300H CPU with 8GB of RAM on a 64-bit Windows 11 OS. Using various libraries such 

as keras, TensorFlow, numpy, os, pandas, matplotlib, and seaborn. The image size used as input data is 

128x128 with 3 channels, namely RGB channels with a batch_size of 64 and an epoch of 100. 

Table 4 shows the training results of three different deep learning models: NasNetMobile, VGG16, 

and Xception. NasNetMobile recorded the highest accuracy of 99.21% and also performed very well on 

other metrics with precision, recall, and f1-score values of 0.99 each. VGG16, although slightly lower 

in accuracy at 98.69%, still produced impressive results with precision, recall, and f1-score values of 

0.99 each. Xception, with 97.91% accuracy, recorded precision, recall, and f1-score values of 0.98 each. 

Although its accuracy was slightly lower than the other two models, Xception still performed very well. 

Overall, all three models performed very well with consistently high evaluation metric values, indicating 

highly accurate and consistent data classification capabilities. 

 

Table 4. Result Accuracy Research All Model 

Model Accuracy Precision Recall F-1Score 

NasNet 0.9921 0.99 0.99 0.99 

VGG16 0.9869 0.99 0.99 0.99 

Xception 0.9791 0.98 0.98 0.98 

 

  
(a) validation accuracy (b) validation loss 

      Figure 3. NasNetMobile Graph 

 

In Figure 3, there are two sub-graphs depicting the performance of the NasNetMobile model. 

Sub-graph (a) shows the validation pattern of the model during training. In the first epoch, the validation 

accuracy of NasNetMobile is 96.88%. As training continues, the accuracy increases and peaks at the 4th 

epoch with a perfect value of 100%. After that, although the accuracy shows performance, the value 

remains high. The accuracy stabilizes at around 99.22% at the 100th epoch. Sub-graph (b) depicts the 

decreasing pattern of the validation loss. The validation loss starts at 7.53% at the first epoch and 

decreases significantly to 0.8% at the 15th epoch. After that, although there are small fluctuations, the 

general trend shows a steady decrease, with the validation loss slightly increasing to 2.26% at the 100th 

epoch. These graphs show that NasNetMobile underwent an effective training process, with a consistent 

increase in accuracy and decrease in validation loss, despite some stress during training.  
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(a) validation accuracy (b) validation loss 

   Figure 4. VGG16 Graph Result 

 

Figure 4 (a) and Figure 4 (b) show the validation accuracy patterns of VGG16 in Figure 4, which 

shows the NasNetMobile graph model.  In the first epoch, the VGG16 model produces a validation 

accuracy of 92.19%. This accuracy continues to increase until it reaches its peak in the 11th epoch with 

a value of 99.22%. After that, although there are some fluctuations, the accuracy remains high until the 

end of training at the 100th epoch with a value of 98.44%. Graph (b) shows the validation loss pattern 

of VGG16. In the first epoch, the validation loss value was recorded at 38.12%, which is quite high. 

However, along with training, this value decreased drastically, reaching its lowest point in the 11th 

epoch with a value of 3%. Until the end of training at the 100th epoch, the validation loss value increased 

slightly to 5.95%, but still showed good performance. Overall, these graphs show that the VGG16 model 

experienced a significant increase in accuracy and a decrease in validation loss during the training 

process. 

 

  
(a) validation accuracy (b) validation loss 

    Figure 5. Xception Graph 

 

According to Figure 5, there are two sub-graphs that illustrate the Xception model's performance. 

Sub-graph (a) shows the validation accuracy, starting at 99.22% in the first epoch, peaking at 100% by 

the 3rd epoch, and finishing at 98.44% in the 100th epoch. Sub-graph (b) displays the validation loss, 

beginning at 6.89% in the first epoch, decreasing to its lowest point of 1.68% at the 25th epoch, and 



  

0240409-07 

 

slightly increasing to 2.78% by the end of training. Overall, these graphs reveal that the Xception model 

experienced a notable increase in accuracy and a reduction in validation loss throughout the training 

process. 

This study also refers to a study conducted by [16] in the context of Plant Disease Diagnostic using 

the NasNetMobile architecture. In the study, a 128x128 pixel image dataset was used, consisting of 

54,309 images divided into 14 classes. With this large and diverse dataset, the NasNetMobile model 

managed to achieve an accuracy of 92.47%. In related research conducted by [17], regarding Transfer 

Learning VGG16 for Orange Fruit Image Classification using 1000 datasets with testing on the VGG16 

architecture model, an accuracy of 97.5% was obtained.in a study conducted by [18] on Online 

recognition of peanut leaf diseases based on the data balance algorithm and deep transfer learning. the 

number of datasets 652 with the use of the Xception architecture obtained a high accuracy of 99%. 

Overfitting can occur on noise from training data [19], a model that has too many layers or parameters 

compared to the complexity of the training data can learn noise or specific patterns from the training 

data. So it loses the ability to generalize to the test data. As a result, the model will show very good 

performance on the training data but bad on new data. The limited dataset used can also affect the 

processed model because it does not have enough information to learn general patterns so it learns 

irrelevant patterns. Dropout a simple way to prevent neural networks from overfitting. One method that 

deals with both of these problems is dropout. It offers an effective means of combining exponentially 

many different neural network topologies and eliminates overfitting. The units in a neural network that 

are eliminated (both visible and hidden) are referred to as "dropout" [20]. 

4.  Conclusion 

 The three architecture models tested showed excellent performance with high accuracy. The 

NasNetMobile model achieved the highest accuracy among the three models at 99.21%, demonstrating 

exceptional data classification ability. The VGG16 model had the second-highest accuracy, performing 

excellently but slightly below NasNetMobile. The last model, namely Xception, achieved an accuracy 

of 97.91% which is still considered very good although slightly below the other two models. The three 

models tested, namely NasNetMobile, VGG16, and Xception, all showed excellent performance in the 

classification task. The main findings of this study provide valuable insights into agricultural technology 

that can classify fresh and rotten jasmine flowers. The application of this classification system can help 

in the speed of jasmine flower classification in the field of agricultural technology. The application of 

this study can be used as a basis for further development in optimizing the CNN model that will be 

created by subsequent researchers on the use of technology for agriculture. 
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